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Abstract. In this article, we propose an adaptation of the Hyperbolic Augmented Lagrangian algorithm to solve multiobjective optimization problems. After conducting a literature review, we provide a definition of the Hyperbolic Augmented Lagrange method. Under clearly defined assumptions, we demonstrate that any limit point of a sequence generated by the proposed approach is feasible and constitutes a Pareto-optimal solution. To assess the effectiveness of the proposed algorithm, we incorporate two variants of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method, thereby offering two approaches for solving well-known tests problems from the literature. We employ metrics to evaluate the performance of these two approaches.

1. Introduction

In multiobjective optimization, the objective is to optimize multiple objectives simultaneously. Thus, there is not a single solution that can satisfy all conflicting objective functions simultaneously. In this case, the concept of Pareto optimality is used, demonstrating an optimal solution to a multiobjective problem. In recent years, multiobjective optimization concepts have proven valuable for solving a wide variety of problems in various domains, including physics, economics, transportation, social choice, and many others [27, 38, 39].

Numerous methods have been proposed in the literature to address optimization problems. These include approximation techniques such as heuristics and/or metaheuristics [17], as well as exact methods [15, 19, 20, 21, 23, 24, 29]. It’s worth noting that the majority of these methods are geared towards solving unconstrained problems.

Among the exact methods, we can mention the quasi-Newton method, widely used for solving optimization problems, whether they are single-objective or multiobjective without constraints. In this method, the search direction is determined from a quadratic model of the objective function, where certain approximations replace the true Hessian at each iteration. Several schemes for approximating the Hessian, coupled with an appropriate linear search technique, have improved the accuracy of curvature approximations, making the methods more effective in...
terms of convergence towards the solution. For more information, readers are recommended to refer to the following references [10, 30, 31, 32, 33, 34], and the references therein.

Given that real-world optimization problems often involve constraints, research efforts have been dedicated to solving multiobjective optimization problems under constraints. The main objective of such research is to develop methods capable of effectively handling nonlinear optimization problems with constraints. Faced with the challenges posed by constraints, many methods use penalty functions to integrate objective functions and constraints. This transformation allows us to convert the original problem into an unconstrained optimization problem.

Among these approaches, the Augmented Lagrangian method has emerged as a promising technique for solving constrained optimization problems. It effectively deals with constraints through an iterative process, improving the accuracy of the obtained solutions. For more information, readers can refer to the following references and those references therein [1, 2, 3, 4, 5, 6, 7, 11, 12, 22, 25, 41].

In 2001, Xavier et al. [42] proposed a hyperbolic penalty function for solving optimization problems under inequality constraints. In 2013, Costa, M. Fernanda et al [13] drew inspiration from this method, introducing a hyperbolic augmented Lagrangian function for solving single-objective optimization problems. They combined a heuristic algorithm (Artificial Fish Swarm (AFS) algorithm) to solve the sub-problem of hyperbolic augmented Lagrangian. Another version of this approach was proposed by the same authors in 2016 [37], also incorporating the AFS algorithm. In 2022, Lennin Mallma Ramirez [35, 36] studied another version of a hyperbolic augmented Lagrange algorithm for solving single-objective optimization problems under inequality constraints as part of his thesis.

In this work, we propose a hyperbolic augmented Lagrange method for solving multiobjective optimization problems. The main contributions and highlights of the article are as follows:

- development of a new augmented Lagrange algorithm for addressing multiobjective problems.
- proposal of a convergence study for the algorithm,
- comparative study of the proposed algorithm against variants of the Broyden-Fletcher-Goldfarb-Shanno (BFGS) method for solving the sub-problem of the proposed algorithm.

In the remainder of this article, we provide preliminaries in Section 2, which includes a literature review on the definitions and basic properties of multiobjective optimization. In Section 3, we introduce the Hyperbolic Augmented Lagrange method for solving multiobjective optimization problems, along with the main algorithm named MOHALA. In Section 4, we present the theoretical convergence results of MOHALA. In Section 5, we demonstrate the application of MOHALA to structural problems, followed by a numerical convergence study. Finally, in Section 6, we conclude with remarks on future research directions.
2. Preliminaries

In this work, we consider multiobjective optimization problems defined as follows:

\[
\begin{align*}
\min & \quad F(x) = (f_1(x), f_2(x), \ldots, f_q(x)) \\
\text{s.t.} & \quad g_i(x) \leq 0 \quad \forall i \in I = \{1, \ldots, p\} \\
& \quad x \in \mathbb{R}^n,
\end{align*}
\]

(2.1)

In this context, \( F : \mathbb{R}^n \to \mathbb{R}^q \) represents a vector function with components \( f_1(x), f_2(x), \ldots, f_p(x) \), and \( g : \mathbb{R}^n \to \mathbb{R}^p \) is another vector function with components indexed by \( I = \{1, 2, \ldots, p\} \). The feasible space \( \mathcal{X} \) of problem (2.1) is defined as \( \mathcal{X} = \{x \in \mathbb{R}^n : g(x) \leq 0\} \). Throughout our study, we adopt the following conventions: \( \mathbb{R}^+ \) denotes the set of positive real numbers, \( \mathbb{R}^n \) denotes the set of column vectors of dimension \( n \), \( \text{Im}(A) \) represents the image space of a matrix \( A \in \mathbb{R}^{q \times n} \), and \( \| \cdot \| \) denotes the Euclidean norm. The unit vector of dimension \( q \) is denoted by \( e \).

For any vectors \( \upsilon = (\upsilon_1, \upsilon_2, \ldots, \upsilon_n)^\top \) and \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^\top \), we define the following conventions for inequalities:

\[
\begin{align*}
(i) & \quad \upsilon < \omega \iff \upsilon_i < \omega_i \quad \text{for all} \quad i = 1, 2, \ldots, n \\
(ii) & \quad \upsilon \leq \omega \iff \upsilon_i \leq \omega_i \quad \text{for all} \quad i = 1, 2, \ldots, n
\end{align*}
\]

Definition 2.1 ([28]). A point \( x^* \in \mathcal{X} \) is called Pareto optimal for problem (2.1) if there does not exist another point \( x \in \mathcal{X} \) such that:

\[
F(x) \leq F(x^*) \quad \text{and} \quad F(x) \neq F(x^*).
\]

We present the following definition, which proposes more relaxed conditions that are practical to achieve.

Definition 2.2 ([28]). A point \( x^* \in \mathcal{X} \) is called Weakly Pareto optimal for problem (2.1) if there does not exist another point \( x \in \mathcal{X} \) such that:

\[
F(x) < F(x^*).
\]

(2.2)

Taking into account these two definitions, we present the following lemma extracted from [11], which establishes equivalences in the Pareto optimality definition.

Lemma 2.3. A point \( x^* \in \mathcal{X} \) is said to be:

(a): a Pareto optimum for (2.1) if and only if, for all \( y \in \mathcal{X} \), at least one of the following relations is satisfied:

\[
\begin{align*}
(i) & \quad \max_{j=1,2,\ldots,q} \left\{ f_j(y) - f_j(x^*) \right\} > 0, \\
(ii) & \quad \min_{j=1,2,\ldots,q} \left\{ f_j(y) - f_j(x^*) \right\} \geq 0.
\end{align*}
\]

(b): a weak Pareto optimum for (2.1) if and only if, for all \( y \in \mathcal{X} \), we have

\[
\max_{j=1,2,\ldots,q} \left\{ f_j(y) - f_j(x^*) \right\} \geq 0
\]
We also define \( x^* \in X \) as a local Pareto point (or weak local Pareto point) if there exists a neighborhood \( V(x^*) \in X \) such that \( x^* \) is a Pareto optimal point (or a weak Pareto optimal point) for \( F \) restricted to \( V(x^*) \). In this context, we use a partial order induced by \( \mathbb{R}_{++} \), where \( F(x) < F(x^*) \Leftrightarrow F(x) - F(x^*) \in - (\mathbb{R}_{++}) \).

The following relation expresses a necessary, but generally not sufficient, condition for weak Pareto optimality.

\[
-(\mathbb{R}_{++}) \cap \text{Im}(JF(x^*)) = \emptyset, \tag{2.3}
\]

where \( JF(.) \) represents the Jacobian matrix of \( F \). A point \( x^* \in X \) is considered stationary for \( F \) if it satisfies the relation (2.3). Subsequently, a Pareto optimality condition is formulated in the following definition.

**Definition 2.4** ([19]). A point \( x^* \in X \) is considered a Pareto-stationary point for problem (2.1) if, for any

\[
d \in \{ d \in \mathbb{R}^n \mid \exists \theta > 0 : x^* + td \in X \forall t \in [0, \theta] \},
\]

the following inequality is satisfied:

\[
\max_{j=1}^{q} \nabla f_j(x^*)^\top d \geq 0. \tag{2.4}
\]

Note that if \( x^* \) is not a Pareto-stationary point, there exists an admissible direction \( d \) such that \( \max_{j=1}^{q} \nabla f_j(x^*)^\top d < 0 \).

### 3. Hyperbolique Augmented Lagrangian function for Multiobjective Optimization problems

In this section, we discuss the implementation of the augmented hyperbolic Lagrangian method to solve multiobjective optimization problems.

**3.1. Principe.** The fundamental concept of the Hyperbolic Augmented Lagrangian method is to penalize the inequality constraints of a constrained optimization problem. It is imperative to emphasize that this approach does not convert the multiobjective problem into a single-objective problem, thereby enabling us to directly address Pareto points during each iteration. Considering the problem (2.1), the main idea of the Hyperbolic Augmented Lagrangian method is to add a penalty term to each objective function given by the function

\[
\mathcal{P}(x, \delta^k, \tau^k, \mu^k) = \left[ \frac{1}{2} \sum_{i=1}^{p} \delta^k_i [g_i(x)]^2_+ + \tau^k \sum_{i=1}^{p} \left( g_i(x) + \sqrt{(g_i(x))^2 + (\mu^k)^2} \right) \right]. \tag{3.1}
\]

The behavior of the function \( \mathcal{P}(x, \delta^k, \tau^k, \mu^k) \) can be observed in Figure 1. It is noted that for all \( i = \{1, \ldots, p\} \), when \( g_i(x) \to -\infty \), the penalty function \( P \) approaches the line \( d(g_i(x)) = 0 \) (the horizontal asymptote), and when \( g_i(x) \to +\infty \), the penalty function \( P \) approaches the curve \( d(g_i(x)) = \frac{1}{2} \delta^k_i [g_i(x)]^2_+ + 2\tau g_i(x) \).

The formulation (2.1) can be reformulated using equation (3.1) as follows:

\[
\min_{x \in \mathbb{R}^n} \mathcal{L}_{\mu^k}(x, \delta^k, \tau^k, \mu^k) \tag{3.2}
\]
where
\[ \mathcal{L}_{\mu^k}(x, \delta^k, \tau^k, \mu^k) = F(x) + \left[ \frac{1}{2} \sum_{i=1}^{p} \delta_i^k [g_i(x)]_+^2 + \tau^k \sum_{i=1}^{p} \left( g_i(x) + \sqrt{(g_i(x))^2 + (\mu^k)^2} \right) \right] e, \]

with \([g_i(x)]_+ = \max \{0, g_i(x)\}\), \(\delta = (\delta_1, \ldots, \delta_p)\) represents the Lagrange multiplier associated with the inequality constraints \(g_i(x) \leq 0\), \(\tau\) and \(\mu\) represent penalty parameters with different roles: \(\tau\) is the classical increasing penalty parameter, and \(\mu\), decreasing, aims to improve the accuracy of the approximation. The crucial aspect that distinguishes HALM scalar lies in the update phase of \(x^k\) and the first term of the penalty function.

The Lagrange multiplier update paradigm is used following the principle given in [13], given by the following relation for all \(i = \{1, \ldots, p\}\)

\[ \delta_i^{k+1} = \min\left\{ \delta_i^k + \tau^k \left( 1 + \frac{g_i(x^k)}{\sqrt{(g_i(x^k))^2 + (\mu^k)^2}} \right), \delta^+ \right\} \text{ if } g_i(x) > 0, \]

Admissibility and complementarity at iteration \(k\) are evaluated using the relation \(\|V^{k+1}\| \leq \nu \|V^k\|\), where \(V_k = \min \{-g_i(x^k), \delta_i^{k+1}\}\) with \(\delta_i\) being the multiplier corresponding to \(g_i\) calculated at \(x^k\) and \(\nu\) a constant in the interval \([0, 1)\).
3.2. Algorithm. The algorithm for the Hyperbolic Augmented Lagrangian method is presented as follows:

**Algorithm 1:** Hyperbolic Augmented Lagrangian Algorithm for Multi-objective Optimization Problems.

**Data:** \( \tau^1 > 0; \sigma > 1; \mu^1 \geq 0; \zeta < 1/\sigma; \nu \in [0; 1); \delta^+ > 0; \delta^1_i \in [0; \delta^+]; \)

\( x_1 \in \mathbb{R}^n \)

1. for \( k = 1, 2, 3, \cdots \) do

2. Find \( x^k \in \mathbb{R}^n \) a \( \epsilon_k \)-Pareto-Point of

\[
\mathcal{L}_{\rho^k}(x, \delta^k, \tau^k, \mu^k) = F(x) + \left[ \frac{1}{2} \sum_{i=1}^{p} \delta^k_i [g_i(x)]^2_+ + \tau^k \sum_{i=1}^{p} \left( g_i(x) + \sqrt{(g_i(x))^2 + (\mu^k)^2} \right) \right] \cdot e, \quad \text{(3.5)}
\]

3. for \( i = 1, 2, 3, \cdots, p \) do

4. if \( g_i(x^k) > 0 \) then

5. Set \( \delta^{k+1}_i = \min \left\{ \delta^k_i + \tau^k \left( 1 + \frac{g_i(x^k)}{\sqrt{(g_i(x^k))^2 + (\mu^k)^2}} \right), \delta^+ \right\} \)

6. else

7. Set \( \delta^{k+1}_i = 0 \)

8. Set \( V^k_i = \min \left\{ -g_i(x^k), \delta^{k+1}_i \right\} \)

9. Set \( \mu^{k+1} = \zeta \cdot \mu^k \)

10. if \( \|V^k\| \leq \nu \|V^{k-1}\| \) then

11. Set \( \tau^k_{k+1} = \tau^k \)

12. else

13. Set \( \tau^k_{k+1} = \sigma \tau^k \)

The algorithm begins by entering the initial parameters and an initial point \( x^0 \). In the first "for" loop at step 2, the algorithm starts by searching for a point \( x^k \) \( \epsilon_k \)-Pareto by solving the function (3.3). Once the point \( x^k \) is determined, the update of the Lagrange multipliers \( \delta_i \) associated with the constraints \( g_i \) for \( i = \{1, \ldots, p\} \) is performed from step 3 to step 7. The update of the decreasing penalty parameter \( \mu^{k+1} \) is carried out at step 9, and the increasing one \( (\tau^{k+1}) \) at steps 11 to 13, following the relation \( \|V^k\| \leq \nu \|V^{k-1}\| \), verifying admissibility and complementarity at each iteration \( k \).

In the next section, we will present the theoretical results regarding the admissibility and optimality of the sequences generated by Algorithm 1.
4. Convergence analysis

Before starting the analysis, we present the following assumptions.

**Assumption 1.** The objective function $F$ exhibits compact level sets in a multi-objective context. This means that for every $z \in \mathbb{R}^q$, the set $T_0 = \{x \in \mathbb{R}^n \mid F(x) \leq z\}$ is compact.

**Assumption 2.** The functions $f_j, i = 1, \ldots, p,$ and $g_i, i = 1, \ldots, m,$ are continuous in a neighborhood of $x^*$.

**Assumption 3.** The sequence $\{x^k\}$ generated by Algorithm 1 is well-defined, and there exists a set of indices $K \subseteq \mathbb{N}$ such that $\lim_{k \in K} x^k = x^*$.

**Assumption 4.** The sequence $\{\epsilon_k\}$ satisfies $\lim_{k \to \infty} \epsilon_k = 0$ for all $k \in K$.

**Assumption 5.** $\{\tau^k \mu^k\}$ is a bounded and monotonically decreasing sequence of non-negative real numbers.

We now begin the examination of the convergence of Algorithm 1 with the following Proposition, demonstrating that at each iteration $k$ of Algorithm 1, the Lagrange multipliers associated with the inequality constraints are positive.

**Proposition 4.1.** Let $\delta^k = (\delta^k_1, \ldots, \delta^k_p) \in \mathbb{R}^p$ be the Lagrange multiplier associated with the inequality constraints $g(x) = (g_1(x^k), \ldots, g_p(x^k))$ generated by Algorithm 1 at each iteration $k$. If $\delta^k \in \mathbb{R}^p_+$ then $\delta^{k+1} \in \mathbb{R}^p_+$.

**Proof.** Suppose $\mu > 0$ is fixed. Since we have $0 < \mu^2$, we can obtain for all $i = \{1, \ldots, p\}$ the following:

\[
\begin{align*}
(g_i(x^k))^2 &< (g_i(x^k))^2 + \mu^2 \\
\Rightarrow |g_i(x^k)| &< \sqrt{(g_i(x^k))^2 + \mu^2} \\
\Rightarrow -\sqrt{(g_i(x^k))^2 + \mu^2} < g_i(x^k) &< \sqrt{(g_i(x^k))^2 + \mu^2} \\
\Rightarrow -1 < \frac{g_i(x^k)}{\sqrt{(g_i(x^k))^2 + \mu^2}} &< 1 \\
\Rightarrow 0 < 1 + \frac{g_i(x^k)}{\sqrt{(g_i(x^k))^2 + \mu^2}} &< 2 \\
\Rightarrow 0 < \tau^k \left(1 + \frac{g_i(x^k)}{\sqrt{(g_i(x^k))^2 + \mu^2}}\right) &< 2 \tau^k \\
\Rightarrow \delta^k_i &< \delta^k_i + \tau^k \left(1 + \frac{g_i(x^k)}{\sqrt{(g_i(x^k))^2 + \mu^2}}\right) < 2 \tau^k + \delta^k_i
\end{align*}
\]
since $\delta^k_i > 0$ by assumption for all $i = 1, 2, \cdots, p$ and according to equation (3.4), and the definition of Algorithm 1, $\delta^{k+1}_i > 0$ for $g_i(x^k) > 0$ and $\delta^{k+1}_i = 0$ for $g_i(x^k) < 0$, $i = 1, 2, \cdots, p$.

The following theorem shows that every sequence generated by Algorithm 1 has a limiting point that is admissible.

**Theorem 4.2 (Admissibility).** Suppose that hypotheses 1 to 4 are satisfied. Let $x^*$ be an accumulation point of the sequence $\{x^k\}$ generated by Algorithm 1. Then, $x^*$ satisfies the admissibility condition for problem (2.1), i.e., $g(x^*) \leq 0$.

**Proof.** Since $\mathbb{R}^n$ is a closed set and $x^k \in \mathbb{R}^n$, we have $x^* \in \mathbb{R}^n$. We consider two cases regarding the penalty parameter sequence $\tau^k$:

(a): the sequence $\{\tau^k\}$ is bounded,

(b): the sequence $\{\tau^k\}$ is unbounded.

In case (a), according to the definition of the penalty parameter sequence $\tau^k$, there exists a positive integer $k_0$ such that for every $k \geq k_0$, we have $\tau^k \to \tau_{k_0}$, and the condition $\|V^k\| \leq \nu \|V^{k-1}\|$ is satisfied. This implies that either $-g_i(x^k) \to 0$ or $\delta^k_i \to 0$ with $g_i(x^k) < 0$ for all $i = 1, \cdots, p$. Consequently, $\max \left\{0, g_i(x^k)\right\} \to 0$ for all $i = 1, \cdots, p$, and we conclude that $x^*$ is admissible.

In case (b), we assume that $\tau^k \to +\infty$ and $\delta^k_i$ is bounded. Suppose, by contradiction, that every limit point $x^*$ of a sequence $\{x^k\}$ generated by Algorithm 1 is not admissible, and there exists a Pareto optimum $y \in \mathbb{R}^n$ such that $g_i(y) \leq 0$. Therefore, $g_i(x) > 0 \geq g_i(y)$ or $\sum_{i=1}^{p} \delta^k_i [g_i(x^*)]_+ > \sum_{i=1}^{p} \delta^k_i [g_i(y)]_+$.

According to Lemma 2.3,

$$\begin{align*}
\min_{j=1,2,\cdots,q} \left\{f_j(x^k) + \frac{1}{2} \sum_{i=1}^{p} \delta^k_i [g_i(x^k)]_+^2 + \tau^k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu^k)^2} \right) \right\} - f_j(y) - \frac{1}{2} \sum_{i=1}^{p} \delta^k_i [g_i(y)]_+^2 - \tau^k \sum_{i=1}^{p} \left( g_i(y) + \sqrt{(g_i(y))^2 + (\mu^k)^2} \right) \right\} \leq 0. \tag{4.8}
\end{align*}$$

Since the functions $g$ are continuous, there exists a constant $c > 0$, and for $k \in K$ sufficiently large, we have

$$\frac{1}{2} \sum_{i=1}^{p} \delta^k_i [g_i(x^k)]_+^2 > \frac{1}{2} \sum_{i=1}^{p} \delta^k_i [g_i(y)]_+^2 + c \tag{4.9}$$

and

$$\begin{align*}
\frac{1}{2} \sum_{i=1}^{p} \delta^k_i [g_i(x^k)]_+^2 + \tau^k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu^k)^2} \right) \\
> \frac{1}{2} \sum_{i=1}^{p} \delta^k_i [g_i(y)]_+^2 + \tau^k \sum_{i=1}^{p} \left( g_i(y) + \sqrt{(g_i(y))^2 + (\mu^k)^2} \right) + c. \tag{4.10}
\end{align*}$$

By equation (3.3), we have for all $j = 1, \cdots, q$, ...
\[ f_j(x^k) + \frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(x^k) \right]_+^2 + \tau_k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu_k)^2} \right) > f_j(y) \]

\[ + \frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(y) \right]_+^2 + \tau_k \sum_{i=1}^{p} \left( g_i(y) + \sqrt{(g_i(y))^2 + (\mu_k)^2} \right) + f_j(x^k) - f_j(y) + c. \quad (4.11) \]

which implies

\[ f_j(x^k) + \frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(x^k) \right]_+^2 + \tau_k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu_k)^2} \right) - f_j(y) \]

\[ - \frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(y) \right]_+^2 - \tau_k \sum_{i=1}^{p} \left( g_i(y) + \sqrt{(g_i(y))^2 + (\mu_k)^2} \right) > f_j(x^k) - f_j(y) + c. \quad (4.12) \]

Since \( f_j \) is continuous for all \( j = 1, q \), for \( k \in K \) sufficiently large, \( f_j(x^k) - f_j(y) + c > \epsilon_k \) with \( \epsilon_k > 0 \).

Therefore,

\[ \min_{j=1,2,\ldots,q} \left\{ f_j(x^k) + \frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(x^k) \right]_+^2 + \tau_k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu_k)^2} \right) - f_j(y) \right\} > \min_{j=1,2,\ldots,q} \left\{ f_j(x^k) - f_j(y) + c \right\}. \quad (4.13) \]

This contradicts equation (4.8) for \( k \in K \) sufficiently large, suggesting that \( \lim_{k \to +\infty} x^k = x^* \in \mathcal{X} \). Consequently, the proof of the theorem is complete. \( \square \)

**Theorem 4.3** (Optimality). *Assuming that hypotheses 1 to 5 are satisfied. Let \( x^* \) be an accumulation point of the sequence \( \{ x^k \} \) generated by algorithm 1. Then, \( x^* \) is a weak Pareto point for problem (2.1).*

*Proof.* Let \( K \subseteq \{ 0, 1, \cdots \} \) such that \( \lim_{k \to +\infty} x^k = x^* \in \mathcal{X} \). According to Theorem 4.2, we have \( g(x^*) \leq 0 \). Now, let’s assume by contradiction that \( x^* \) is not a weakly Pareto point for problem (2.1). Then, there exists \( y \in \mathcal{X} \) such that

\[ f_j(y) < f_j(x^*) \quad \forall j = 1, 2, \cdots, q. \quad (4.14) \]

According to Lemma 2.3, we have

\[ \min_{j=1,2,\ldots,q} \left\{ f_j(x^k) + \frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(x^k) \right]_+^2 + \tau_k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu_k)^2} \right) - f_j(y) \right\} \]

\[ - \frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(y) \right]_+^2 - \tau_k \sum_{i=1}^{p} \left( g_i(y) + \sqrt{(g_i(y))^2 + (\mu_k)^2} \right) \leq 0. \quad (4.15) \]

which implies
\[
\min_{j=1,2,\ldots,q} \left\{ f_j(x^k) - f_j(y) \right\} \leq -\frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(y) \right]_*^2 + \tau^k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(y))^2 + (\mu^k)^2} \right)
\]
\[
+ \frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(x^k) \right]_*^2 - \tau^k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu^k)^2} \right).
\] (4.16)

Since \( y \in \mathcal{X} \), we obtain

\[
\min_{j=1,2,\ldots,q} \left\{ f_j(x^k) - f_j(y) \right\} \leq -\frac{1}{2} \sum_{i=1}^{p} \delta_i^k \left[ g_i(x^k) \right]_*^2 - \tau^k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu^k)^2} \right)
\]
\[
+ \tau^k \sum_{i=1}^{p} \left( g_i(y) + \sqrt{(g_i(y))^2 + (\mu^k)^2} \right) \leq -\tau^k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu^k)^2} \right)
\]
\[
+ \tau^k \sum_{i=1}^{p} \left( g_i(y) + \sqrt{(g_i(y))^2 + (\mu^k)^2} \right).
\] (4.17)

Now, we consider two cases:

(a): the sequence \( \{\tau^k\} \) is bounded,

(b): the sequence \( \{\tau^k\} \) is unbounded.

In case (a), there exists a positive integer \( k_0 \) such that for each \( k \geq k_0 \), \( \tau^k \to \tau_{k_0} \), and we have \( \tau_{k_0} \sum_{i=1}^{p} \left( g_i(y) + \sqrt{(g_i(y))^2 + (\mu^k)^2} \right) \leq p\tau_{k_0} \mu^k \). Hence,

\[
\min_{j=1,2,\ldots,q} \left\{ f_j(x^k) - f_j(y) \right\} \leq -\tau^k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu^k)^2} \right) + p\tau^k \mu^k.
\] (4.18)

Since \( x^* \) is feasible, and using the fact that \( \lim_{k \to K} \mu^k = 0 \) for \( k \in K \) sufficiently large, we obtain

\[
\min_{j=1,2,\ldots,q} \left\{ f_j(x^*) - f_j(y) \right\} \leq 0.
\] (4.19)

This contradicts (ii) of Lemma 2.3.

For case (b), using equation (4.17), we get

\[
\min_{j=1,2,\ldots,q} \left\{ f_j(x^k) - f_j(y) \right\} \leq -\tau^k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu^k)^2} \right)
\]
\[
+ \tau^k \sum_{i=1}^{p} \left( g_i(y) + \sqrt{(g_i(y))^2 + (\mu^k)^2} \right) \leq -\tau^k \sum_{i=1}^{p} \left( g_i(x^k) + \sqrt{(g_i(x^k))^2 + (\mu^k)^2} \right)
\]
\[
+ p\tau^k \mu^k \leq p\tau^k \mu^k.
\] (4.20)
Now, by taking the limit for \( k \) sufficiently large and using \( \lim_{k \in K} \tau^k \mu^k = 0 \), and recalling once again that \( g_i(x^k) \leq 0 \), we obtain

\[
\min_{j=1,2,\ldots,q} \left\{ f_j(x^*) - f_j(y) \right\} \leq 0.
\] (4.21)

This contradicts (ii) of Lemma 2.3. Consequently, the proof of the theorem is complete. \( \square \)

5. A practical algorithm

5.1. Practical algorithm for solving the subproblem. In this section, we address the resolution of the subproblem at step 2 of Algorithm 1. Here, we assume that the objective functions \( f_j, \forall j \), and the constraints \( g_i, \forall i \) are continuous and differentiable.

The assumptions of differentiability imply that the augmented multiobjective Lagrangian is continuously differentiable with respect to \( x \) for \( \mu^k > 0 \). More specifically, the gradient of its \( j \)-th component, denoted as \( \nabla L_j^{\rho_k} \), is expressed as

\[
\nabla L_j^{\rho_k} = \nabla f_j(x^k) + \sum_{i=1}^p \delta_k^i \left[ \max \left\{ 0, g_i(x^k) \right\} \nabla g_i(x^k) \right] + \\
\tau^k \sum_{i=1}^p \nabla g_i(x^k) \left( 1 + \frac{g_i(x^k)}{\sqrt{(g_i(x^k))^2 + (\mu^k)^2}} \right).
\] (5.1)

Since the subproblem (3.5) is multiobjective and unconstrained, we opt for a resolution using the Quasi-Newton multiobjective method. This method provides an exact approach to solving unconstrained multiobjective problems. It relies on determining the descent direction from a quadratic model of the objective functions, where certain approximations replace the true Hessian at each iteration. As a reminder, we revisit the following definitions:

**Definition 5.1.** A point \( x^* \in \mathbb{R}^n \) is said to be Pareto-Stationary for the problem \( \min_{x \in \mathbb{R}^n} F(x) \) if

\[
\min_{d \in \mathbb{R}^n, \|d\| \leq 1} \max_{j=1, q} \nabla f_j(x^*)^T d + \frac{1}{2} d^T B_j d \geq 0,
\] (5.2)

where \( B_j \) is an approximation of the Hessian matrix associated with the function \( f_j \) at \( x^* \), and \( d \) is a descent direction. Let \( \theta(x) \) and \( d(x) \) be defined as follows:

\[
\theta(x) = \min_{d \in \mathbb{R}^n, \|d\| \leq 1} \max_{j=1,q} \nabla f_j(x)^T d + \frac{1}{2} d^T B_j d,
\] (5.3)
\[ d(x) = \arg \min_{d \in \mathbb{R}^n, \|d\| \leq 1} \max_{j=1}^{q} \nabla f_j(x)^\top d + \frac{1}{2} d^\top B_j d. \] (5.4)

The stopping condition is based on Lemma 2 presented in [31], which establishes a relationship between the stationarity of a point \( x, d(x), \) and \( \theta(x) \).

**Lemma 5.2** ([31]). Let \( B_j(x) \) be a positive definite matrix for every \( x \in \mathbb{R}^n \), and consider \( \theta \) defined in 5.3. Then,

1. for all \( x \in \mathbb{R}^n \), \( \theta(x) \leq 0 \),
2. the following conditions are equivalent,
   a. the point \( x \) is not stationary,
   b. \( \theta(x) < 0 \),
   c. \( d(x) \neq 0 \),
3. the function \( \theta \) is continuous.

The update of the Hessian matrix at each iteration in the Quasi-Newton method typically follows the BFGS formula. Various variants of the Quasi-Newton method are listed in the literature, distinguished by how the matrix \( B_{j+1} \) is updated. Among these variants, we mention two examples that we will use for solving the subproblem of equation (3.5) in Algorithm 1.

- **Classic version of the BFGS method:** The update of the matrix \( B_{j+1} \) at each iteration is given by the following formula:

  \[ B_{j+1} = B_j - \frac{B_j s_k s_k^\top B_j}{s_k^\top B_j s_k} + \frac{y_j^k (y_j^k)^\top}{s_k^\top y_j^k}. \]

  where \( y_j^k = \nabla f_j(x^{k+1}) - \nabla f_j(x^k) \), \( s_k = x^{k+1} - x^k \)

- **Self-Scaling BFGS (SS-BFGS):** The update formula is defined as follows:

  \[ B_{j+1} = \frac{s_k^\top y_j^k}{s_k^\top B_j s_k} \left( B_j - \frac{B_j s_k s_k^\top B_j}{s_k^\top B_j s_k} \right) + \frac{y_j^k (y_j^k)^\top}{s_k^\top y_j^k}. \]

For solving the subproblem in Algorithm 1 as mentioned earlier, we apply the variants of the BFGS method presented above. The following algorithm describes the steps for solving the subproblem (3.5) using either the BFGS or SS-BFGS method in Algorithm 1.
Algorithm 2: Practical Hyperbolic Augmented Lagrangian Algorithm for Multiobjective Optimization Problems.

Data: $B_j = I_n$, $\tau^1 > 0$; $\sigma > 1$, $\mu^1 \geq 0$; $\zeta < 1/\sigma$; $\nu \in (0, 1)$; $\delta^+ > 0$; $\delta^1_i \in [0, \delta^+]$; $x_1 \in \mathbb{R}^n$, $\beta \in (0, 1)$, $\alpha \in (0, 1)$, $\{\epsilon_k\} \in \mathbb{R}$

1. for $k = 2, 3, \ldots$ do
   2. Let $L^\rho_k$ be the Hyperbolic Augmented Lagrangian function defined as follows:
   \[
   L^\rho_k(x, \delta^k, \tau^k, \mu^k) = F(x) + \left( \frac{1}{2} \sum_{i=1}^{p} \delta^k_i [g_i(x)]^2_+ + \tau^k \sum_{i=1}^{p} \left( g_i(x) + \sqrt{(g_i(x))^2 + (\mu^k)^2} \right) \right) \cdot e, \quad (5.5)
   \]
   3. Set $x^k = MOBFGS(L^\rho_k(., \delta^k, \tau^k, \mu^k), x^{k-1}, \epsilon_k)$
   4. for $i = 1, 2, 3, \ldots, p$ do
      5. if $g_i(x^k) > 0$ then
         6. Set $\delta^{k+1}_i = \min \left\{ \delta^k_i + \tau^k \left( 1 + \frac{g_i(x^k)}{\sqrt{(g_i(x^k))^2 + (\mu^k)^2}} \right), \delta^+ \right\}$
      7. else
         8. Set $\delta^{k+1}_i = 0$
      9. Set $V^k_i = \min \left\{ -g_i(x^k), \delta^{k+1}_i \right\}$
   10. Set $\mu^{k+1} = \zeta \cdot \mu^k$
   11. if $\|V^k\| \leq \nu \|V^{k-1}\|$ then
      12. Set $\tau_{k+1} = \tau_k$
   13. else
      14. Set $\tau_{k+1} = \sigma \tau_k$

Whether algorithm 2 is well defined depends on step 3. Thus, the following proposition shows that the sequence $\{x^k\}$ is determined in a finite number of iterations.

**Proposition 5.3.** Suppose there exists a constant $c$ such that for every $j$, $\|B_j(x)\| \leq c$, and assumption 1 is satisfied. Then, at each iteration $k$ of Algorithm 2, the multiobjective BFGS algorithm identifies, in a finite number of iterations, a point $x^k$ that satisfies the $\epsilon_k$-Pareto-stationary condition for $L^\rho_k(x, \delta^k, \tau^k, \mu^k)$.

**Proof.** Referring to [34], Theorem 5, it is established that the multiobjective BFGS algorithm generates a sequence of points, and each accumulation point
is Pareto-critical if there exists a constant $c$ such that $\|B_j(.)\| \leq c$ and under assumption 1, i.e., the objective functions have bounded level sets.

Firstly, let’s prove that, under the assumption of the proposition, the hyperbolic augmented Lagrangian function $L_{\rho k}(x, \delta^k, \tau^k, \mu^k)$ indeed has bounded level sets. Let $z \in \mathbb{R}$. It is known that $T_0$ is bounded. Now consider the level set $T_1 = \{x \in \mathbb{R}^n \mid L_{\rho k}(x, \delta^k, \tau^k, \mu^k) \leq z\}$. By the definition of $L_{\rho k}(x, \delta^k, \tau^k, \mu^k)$, for all $x$, $\delta^k$, $\tau^k$, $\rho^k$, and $\mu^k$, we have $F(x) \leq L_{\rho k}(x, \delta^k, \tau^k, \mu^k)$. Therefore, $T_1 \subseteq T_0$. Since $z$ is arbitrary and any subset of a bounded set is bounded, the hyperbolic augmented Lagrangian function $L_{\rho k}(x, \delta^k, \tau^k, \mu^k)$ has bounded level sets.

Now we need to demonstrate that the multiobjective BFGS algorithm finds an $\varepsilon_k$-Pareto-stationary point for $L_{\rho k}(x, \delta^k, \tau^k, \mu^k)$ in a finite number of iterations. Assume by contradiction that the algorithm generates an infinite sequence $\{x^t\}$ such that, for every $t$, $x^t$ is not $\varepsilon_k$-Pareto-stationary for $L_{\rho k}(x, \delta^k, \tau^k, \mu^k)$. Since the level sets of the hyperbolic augmented Lagrangian function are bounded, there exists a subset $K \subseteq \{0, 1, \ldots\}$ such that $x^t \rightarrow x^*$ as $t \rightarrow \infty$, $t \in K$, where $x^*$ is a Pareto-critical point for $L_{\rho k}(x, \delta^k, \tau^k, \mu^k)$, i.e., according to Definition 5.1, for $x^* \in \mathcal{X}$, $\max_j \nabla f_j(x^*)^T d + \frac{1}{2} d^T B_j d \geq 0$ for every $d \in \mathbb{R}^n$, $\|d\| \leq 1$. Considering the continuity of the max operator and $\nabla f_j$ for $j = 1, \ldots, q$, we can write $\lim_{t \rightarrow \infty} \max_j \nabla f_j(x^t)^T d + \frac{1}{2} d^T B_j d \geq 0 > -\varepsilon_k$ for every $d \in \mathbb{R}^n$, $\|d\| \leq 1$. For $t \in K$ sufficiently large, it must then be true that $\max_j \nabla f_j(x^t)^T d + \frac{1}{2} d^T B_j d > -\varepsilon_k$ for every $d \in \mathbb{R}^n$, $\|d\| \leq 1$, i.e., $x^t$ is $\varepsilon_k$-Pareto-stationary for $L_{\rho k}(x, \delta^k, \tau^k, \mu^k)$. Therefore, we obtain a contradiction, and the thesis is finally proven. □

5.2. Numerical Simulation. We implemented Algorithm 2 with the following parameters: $\mu_0 = 1$, $\rho_0 = 10^6$, $\tau_0 = 0.9$, $\gamma = 10$, $\sigma_0 = 10$, and $\mu_{\text{max}} = 10^4$.

Table 1 presents the assortment of test problems used in this study. The first column lists the problem titles, followed by the number of variables in the second column, the number of objectives in the third, details of related constraints in the fourth, and finally, the origins of the problems are described in the fifth column.

To experiment with the 2 algorithm, we ran tests using an HP EliteBook laptop equipped with an Intel Core i7-3687U processor, with a base frequency between 2.10 GHz and 2.60 GHz, and 4 GB RAM.

### Table 1. List of multiobjective optimization problems

<table>
<thead>
<tr>
<th>Problems</th>
<th>n</th>
<th>q</th>
<th>Parameters</th>
<th>bounds</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNH1</td>
<td>2</td>
<td>2</td>
<td>$[0, 5]^2$</td>
<td></td>
<td>[26]</td>
</tr>
<tr>
<td>SCH</td>
<td>1</td>
<td>2</td>
<td>$[-4, 4]$</td>
<td></td>
<td>[38]</td>
</tr>
<tr>
<td>M-LAP1</td>
<td>2</td>
<td>2</td>
<td>$[-7, 1]^2$</td>
<td></td>
<td>[11]</td>
</tr>
<tr>
<td>M-LAP2</td>
<td>a</td>
<td>2</td>
<td>$[0, 1]^n$</td>
<td></td>
<td>[11]</td>
</tr>
<tr>
<td>JOS1</td>
<td>a</td>
<td>2</td>
<td>$[0, 1]^n$</td>
<td></td>
<td>[26]</td>
</tr>
<tr>
<td>ZLT1</td>
<td>a</td>
<td>2</td>
<td>$[-1000, 1000]^n$</td>
<td></td>
<td>[26]</td>
</tr>
<tr>
<td>MLF1</td>
<td>1</td>
<td>2</td>
<td>$[0, 20]$</td>
<td></td>
<td>[26]</td>
</tr>
<tr>
<td>Problem</td>
<td>Method</td>
<td>Size</td>
<td>Domain</td>
<td>Ref.</td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>--------</td>
<td>------</td>
<td>--------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>M-MLF2</td>
<td>1 2</td>
<td>0, 20</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LRS1</td>
<td>2 2</td>
<td>[-50, 50]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHHM1</td>
<td>1 3</td>
<td>[0, 1]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHHM2</td>
<td>2 3</td>
<td>[0, 1]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IKK1</td>
<td>1 3</td>
<td>[-50, 50]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VFM1</td>
<td>2 3</td>
<td>[-2, 2]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DGO1</td>
<td>1 2</td>
<td>[-10, 13]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSFYY1</td>
<td>1 2</td>
<td>[-100, 100]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VU1</td>
<td>2 2</td>
<td>[-3, 3]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BK1</td>
<td>2 2</td>
<td>[-5, 10]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSFYY1</td>
<td>1 2</td>
<td>[-100, 100]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VU2</td>
<td>2 2</td>
<td>[-3, 3]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>COSH</td>
<td>1 2</td>
<td>[0, 5]</td>
<td>[40]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DEB</td>
<td>2 2</td>
<td>[0.1, 1] × [0, 1]</td>
<td>[16]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BNH2</td>
<td>2 2</td>
<td>[-20, 20]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FF1</td>
<td>2 2</td>
<td>[-2, 2]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FON</td>
<td>a 2</td>
<td>[-2, 2]^a</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>WIT1-6</td>
<td>2 2</td>
<td>[-2, 2]</td>
<td>[9]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Min-Ex</td>
<td>2 2</td>
<td>[0.1, 1] × [0, 5]</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imbalance1-2</td>
<td>2 2</td>
<td>[-2, 2]^2</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSFYY2</td>
<td>2 2</td>
<td>[-100, 100]^2</td>
<td>[26]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where

\[ a \in \{2, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50\}; \]

To compare the different variants of the BFGS method, which we name MOHALA-BFGS (or MOHALA in the legend of the figures) for solving the subproblem using the classical BFGS method, and MOHALA-SS-BFGS (or MOSSHALA in the legend of the figures) for solving the subproblem using the SS-BFGS method in solving the subproblem at step 3 of Algorithm 2, we use the performance profiles developed by Elizabeth D. Dolan and Jorge J. Moré [18] for the purity and dispersion measures, namely the Δ-Spread and Γ-Spread metrics.

The purity metric assesses the quality of the Pareto front produced by an algorithm, indicating the percentage of non-dominated solutions generated by the custodioDirectMultisearchMultiobjective2011b method. Mathematically, the purity metric is expressed as follows:

\[
Purity(S) = \frac{|F_{p,s} \cap F_p|}{|F_{p,s}|};
\]

where \( F_{p,s} \) denotes the solutions generated by a method \( s \in S \) for a problem \( p \in P \), \( S \) representing the set of methods and \( P \) the set of test problems. \( F_p \) represents the set of solutions generated by all methods for problem \( p \) \( (F_p = \bigcup F_{p,s}) \) without any dominated points.
The dispersion metrics used are $\Gamma$-Spread and $\Delta$-Spread. The $\Gamma$-Spread metric measures the maximum spacing of solutions generated by a method [14]. It is given by the following formula:

$$\Gamma\text{-Spread}(S) = \max_{j \in \{1, \ldots, q\}} \left( \max_{i \in \{0, \ldots, N\}} \{\delta_{i,j}\} \right);$$

where $N$ represents the number of solutions generated by a method, $m$ is the number of objective functions, and $\delta_{i,j} = f_j(x^{k+1}) - f_j(x^k)$ with the values of $f_j(x^k)$ arranged in ascending order.

The $\Delta$-Spread metric evaluates the distribution of solutions produced by a method [14]. Its calculation is determined by the following formula:

$$\Delta\text{-Spread}(S) = \max_{j \in \{1, \ldots, q\}} \frac{\delta_{0,j} + \delta_{N,j} + \sum_{i=1}^{N-1} |\delta_{i,j} - \overline{\delta}_{i,j}|}{\delta_{0,j} + \delta_{N,j} + (N - 1)|\overline{\delta}_{i,j}|};$$

where $\overline{\delta}_{i,j}$ is the average of $\delta_{i,j}$ with $j = 1, \ldots, N - 1$. $\delta_{0,j}$ and $\delta_{N,j}$ represent the extreme points indexed by 0 and $N + 1$. We therefore used the methodology suggested in [14] to find the most extreme points for problems that have no analytic front. We began by removing the dominant points from the union of all these fronts. The largest pairwise distance measured using $f_j(.)$ was selected for each component of the objective function.

We then evaluate the performance of the four metrics presented above using the performance profiles proposed in [8, 18]. It is noteworthy to recall that performance profiles are depicted by a diagram depicting a cumulative distribution function, named $\rho(\tau)$, which is defined as follows:

$$\rho_s(\tau) = \frac{1}{|P|} \left| \{p \in P : r_{p,s} \leq \tau\} \right|$$

where $r_{p,s} = \frac{t_{p,s}}{\min \{t_{p,s} : \overline{s} \in S\}}$. For the Purity metric, we set $t_{p,s} = 1/t_{p,s}$ since performance profiles are used for metrics where the lower value indicates better performance.

5.2.1. Comparative study with different variants MOHALA-BFGS and MOHALA-SS-BFGS.

We begin the study by presenting the performance profiles of the various performance metrics. It should be noted that the two approaches to solving the subproblem of Algorithm 2, namely the MOHALA-BFGS method and the MOHALA-SS-BFGS method, are executed by first randomly generating a set of 100 points in the feasible space. This set is then considered as the starting set for exploration.

The Figure 2 represents the performance profile on the set of considered test problems for the three metrics, namely the Purity metric, the $\Delta$-Spread metric, and the $\Gamma$-Spread metric. We can observe that the MOHALA-BFGS and
MOHALA-SS-BFGS methods are incomparable on the Γ-Spread metric. Therefore, for the Purity and ∆-Spread metrics, we notice that the MOHALA-SS-BFGS method is significantly better than the MOHALA-BFGS method.

Table 2 presents the performance measures on the metrics for the 7 considered test problems for the MOHALA-BFGS and MOHALA-SS-BFGS methods. It can be observed that, out of the 7 test problems, the MOHALA-SS-BFGS method is better than the MOHALA-BFGS method on the BNH2 problem and remains incomparable on the other problems. For the ∆-Spread metric, the MOHALA-BFGS method achieves a percentage of 57.14% compared to 42.86% for MOHALA-SS-BFGS. For the Γ-Spread metric, the MOHALA-SS-BFGS method achieves a percentage of 57.14% compared to 42.86% for MOHALA-BFGS.

<table>
<thead>
<tr>
<th>Methods</th>
<th>MOHALA-BFGS</th>
<th>MOHALA-SS-BFGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metrics</td>
<td>Purity</td>
<td>∆-Spread</td>
</tr>
<tr>
<td>BHN1</td>
<td>1.0</td>
<td>0.9271</td>
</tr>
<tr>
<td>BNH2</td>
<td>0.8700</td>
<td>1.2328</td>
</tr>
<tr>
<td>FON</td>
<td>1.0</td>
<td>0.9412</td>
</tr>
<tr>
<td>FF1</td>
<td>1.0</td>
<td>1.0296</td>
</tr>
<tr>
<td>Imbalance1</td>
<td>1.0</td>
<td>1.0732</td>
</tr>
<tr>
<td>ZLT1</td>
<td>1.0</td>
<td>1.0282</td>
</tr>
<tr>
<td>COSH</td>
<td>1.0</td>
<td>1.0069</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper, we introduced a novel method based on the Hyperbolic Augmented Lagrangian for solving multiobjective optimization problems. It is a method that does not transform the multiobjective problem into a single-objective problem. After presenting the method, we subsequently proposed an algorithm
for which we demonstrated the feasibility and optimality of the solutions generated by the proposed method. Additionally, we conducted numerical experiments on benchmark problems, where the subproblem of the proposed algorithm was solved using two variants of the BFGS method. The analysis reveals that the MOHALA-SS-BFGS method is superior to the MOHALA-BFGS method in generating non-dominated solutions and distributing solutions.

Future research will involve applying the MOHALA method to solve large-scale multiobjective optimization problems and extending it to multidimensional variational problems.
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